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Abstract—In this article, we propose an IoT-based acoustic solution –
Eaves – for ensuring social distancing in public areas during pandemic-
like situations. Existing solutions depend on either sensing nearby ra-
dio signals such as Bluetooth or through image processing of video
frames from surveillance cameras. Such methods either mandate the
need for all parties to have the same application or impose Line of
Sight constraints. We overcome such restrictions by using audio to
ensure social distancing. The varying amplitude of the audio signals
from different distances is the crux of the proposed method. Towards
this, we record audios from different distances to extract human voice-
centric components and use the corresponding Mel-frequency Cepstral
Coefficients (MFCC). We train multiple Machine Learning models for
selecting the one that predicts the distances efficiently with minimum
delay and also propose possible IoT-based architectures to overcome
resource limitations. Through extensive experiments and deployment,
we observe a training accuracy of 97% and prediction accuracy of
almost 100% up to 2 meters.

Index Terms—Audio Processing, Internet of Things, Machine Learning,
COVID-19, Social Distancing.

1 INTRODUCTION

Fatal and communicable viruses lead to lasting pandemics
such as the recent Coronavirus 19 (COVID-19). Human-to-
human transmission of such deadly viruses causes daunting
effects on society, especially when the infected individuals
are unknown. General guidelines to contain the spread of
the virus involve using face masks, regular sanitization
(hands and surfaces), social or physical distancing, and
boosting immunity. The COVID-19 analogous viruses have
a transmission range of up to 6 feet (almost 2 meters),
which is why social distancing is an important aspect of
the fight against pandemics. Multiple solutions for ensuring
social distancing are in place, which involve state-of-the-
art image/video processing (surveillance using cameras [1])
and radio signal-based processing (particularly Bluetooth)
like the Aarogya Setu app [2] in India. However, these
solutions either need a Line of Sight (LoS) view (surveillance
camera-based social distancing) or the mandatory usage
of the same application by all (Bluetooth-based solution).
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An alternate solution that overcomes these challenges is
essential to ensure reliable social distancing.

Figure 1: Block diagram showing flow of the proposed Eaves
method

In this work, we propose Eaves (short for Eavesdropper), an
audio-based social distancing method in public places. We
capture the audio of the surroundings and initially probe
to identify human voice. The capturing device may be a
cell phone, tablet, laptop, or any other electronic device
containing a microphone. On detecting the presence of
human voice, we calculate their distance from the device
capturing the audio signal. We achieve this by first de-
tecting the human voice-centric frequency components in
the audio and then executing noise removal routines. We
then train machine learning-based models by using the
Mel-frequency Cepstral Coefficients (MFCC) features from
the filtered audio. The crux of our work is the power (in
dB) of a specific set of frequencies (typically 85 to 155 Hz
for males and 165 to 255 Hz for females) across different
distances. Figure 1 depicts the information flow of the
proposed system. Such audio-based solutions have two-fold
advantages in comparison to existing methods: 1) It does
not impose LoS constraints as when there is no direct path
for the audio, it is usually because of some intermediate
obstruction, which will also limit the virus transmission.
2) It is an independent application and does not mandate
its usage by neighboring users. However, there exists a
tradeoff that the proposed method will not be effective
in case the people are silent. In the future, we plan to
extend this work (audio-based or other similar methods) for
developing solutions for overcoming the same. Although
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challenging, one alternate solution may be to detect sounds
other than human voice. Further, methods for implementing
machine learning models on resource-constrained devices is
challenging. The scope and feasibility of such solutions in
IoT devices and their networking aspects may be found in
[3].

Example Scenario: Consider an individual strolling in a public
area and have the proposed Eaves application installed
on his/her cell phone. On listening to the audio from the
environment, it identifies the human-centric frequency com-
ponents and predicts the distance. On detecting violations
(preset to 2 meters), it alerts the users immediately. Non-
LoS audio captures do not affect the performance of the
proposed work and it also does not depend on the other
neighboring people to use the same application.

1.1 Motivation
Applications such as in [1] and [2] have multiple depen-
dencies. The latter involves identifying social distancing
violations from videos. Such methods mandate LoS view
of the area of interests and challenges such as occlusions
are common. On the other hand, the latter depends on
detecting radio signal interference. Further, it mandates all
users to use the same application and disrupts in case the
conditions are not met. Other solutions that depend on GPS
information [4] summon security threats. Social distancing
solutions should not depend on such constraints and this
acts as a motivation for us to develop Eaves. Such audio-
based social distancing has the potential to overcome all the
aforementioned challenges.

1.2 Contribution
In this article, we present Eaves, an audio-based social dis-
tancing solution. The following constitute the major research
contributions of this article while developing the proposed
solution:

• Acoustic Social Distancing: We train a Machine
Learning (ML)-based method to ensure social dis-
tancing in public areas using audio. We detect the
possible breach in social distancing based on the
amplitude values of the MFCC coefficients corre-
sponding to human sound.

• Comprehensive Analysis: We provide an analysis
of the recorded audios and their variations with
changing distances. As mentioned earlier, we focus
on human sounds and predict the possible distance.

• IoT-based Architectures: We propose possible IoT-
based fog-cloud architectures for minimizing delays
and offering services on-demand, for devices that
do not have on-board processing hardware. This is
particularly useful for resource-constrained devices.

• Evaluation: Through extensive experiments, we
demonstrate the feasibility and efficiency of the pro-
posed work.

It may be noted that audio-based methods may consume
higher battery power and its remedy is beyond the scope of
this article. In the future, we plan to extend this work and
propose methods for optimizing battery usage. Also, we do

not store the captured audios and hence do not raise privacy
concerns.

2 RELATED WORKS

The current situations have led to an upsurge in re-
search and innovations contributing to spreading awareness
among the common public, controlling and managing the
resources tactfully to combat the consequences of pandemic-
like situations. In particular, various implementations have
been done using the Internet of Things, Artificial Intel-
ligence, Blockchain, and Wearable Technologies [5], [6].
Augmented Reality (AR)-based methods are also useful in
restricting the passive spread of the virus [7].

Drones, robots, and autonomous vehicles have been used
for crowd surveillance, public announcements, thermal
screening of masses, spraying disinfectants, and delivery of
medical and other essentials. The snag in employing drones
is its integration due to the lack of government regulatory
policies, unlawful activities such as hacking, cyber terror-
ism, and other unsafe operations making them vulnerable,
and the external battery, and load capacity [8]. Tripathi and
Mohapatra [9] proposed a wearable EasyBand for contact
tracing and helping its user in maintaining precautions
along with monitoring their health conditions. However,
the challenges in deploying these wearables at large are
their accessibility to the masses, battery life, and privacy
and security concerns. In solutions such as GPS-based social
distancing backed with cloud platform [4], challenges due to
transmission delays and privacy concerns exist.

Speech recognition and voice detection have been used in
diverse applications by converting the voice signals into
their corresponding MFCC. The authors in [10] used the
MFCC and Linear Predictive Cepstral Coefficients (LPCC)
as the features to recognize the speaker using deep learning
while the authors in [11] and [12] replaced the digital do-
main of energy-intensive Fourier transform in the conven-
tional method of MFCC extraction with the analog domain
information processing for energy efficiency. Audio source
estimation has had many applications and the methods
involved in their estimation include works such as [13]
and [14]. Zohourian and Martin [14] analyzed the direct-
to-reverberate energy ratio (DRR) for distance calibration
of the speaker at different instances. Similarly, Faraji et al.
[13] used fuzzy algorithms for estimating the direction and
location of the sound source with the help of several sensor
nodes.

Synthesis: Researchers have proposed multiple solutions for
combating the pandemic-like situations and spread of the
virus by exploiting the features of IoT and its applications.
Most of the solutions are dependent on radio signals such as
Bluetooth, video surveillance-based, and GPS-based social
distancing. Such methods add mandatory constraints like
the same applications need to be running on all devices or
need to have LoS view to avoid occlusions. Additionally,
some of the methods also raise security concerns. In this
article, we overcome these challenges by assuring social
distancing using audio. This method does not raise any
security concerns and also does not require any LoS to the
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subject. In the absence of LoS for audio signals, typically the
virus too cannot spread.

Figure 2: Spectrogram representing the raw (top), back-
ground noise (middle), and filtered (bottom) audio samples

3 SYSTEM MODEL

The proposed method is suitable for both resource-
constrained and rich devices. For instance, a handheld
smartphone has an inbuilt microphone and processing con-
figuration capable of executing trivial signal processing
routines such as filtering and inferencing from pre-trained
models. Similar devices like laptops, tablets, and others may
operate independently, irrespective of network connectivity.
On the other hand, in case of resource-constrained devices
such as NodeMCU (for instance), may not be able to operate
in the same fashion. These devices may require assistance
from external platforms such as the cloud or fog. However,
task offloading is not a trivial task, especially for real-
time applications. This is because although the external
platforms offer superior processing configurations, the net-
work latency plays a big role in inducing unwanted delays,
particularly in the case of the cloud. In the case of dis-
tributed architectures such as fog/edge, optimal decisions
(combination of network and device states) on the node
selection is important. In such cases, the device may adopt
any of the computation offloading schemes such as in [15].
For Eaves, the fog nodes will have the pre-trained model
stored on them and the user end devices may stream the
sensed audios in real-time. The fog nodes execute the model
on the incoming data and inform the users of the social
distance violations accordingly. The data processing close
to the users helps in minimizing delays in comparison to
the cloud.

3.1 Data Gathering and Pre-Processing
The crux of the proposed social distancing method depends
on the frequencies pertaining to human audio and its varia-
tion in amplitude with respect to the distance of the source.
Towards this, we first record and detect the presence of
human voice in each audio sample. On sensing the presence
of human voice, we find corresponding MFCC coefficients
and use them as the features for training the proposed
model. Depending on the network architecture, this trained

model may be on the resource-rich devices or stored in the
fog nodes/cloud depending on the deployed architecture.

Figure 3: The Fourier transform representation depicting the
frequency range dominated by human speech

We generate datasets by recording audio samples from
different distances. In this work, we record the audios using
a smartphone in a controlled environment (in .wav format).
It may be noted that the recording may be done using
any other recording device, as mentioned in Section 1. We
make speeches in the same tone that we use for normal
conversations. Depending on the speech, the duration in
each audio sample may vary from 10 − 15 seconds. We
make the same speech with the same tone (intensity) from
different distances (0.5 − 2.5 meters). We record the data at
a fixed sampling rate and annotate the data according to
the distances. For an arbitrary audio recording, we present
the spectrogram in Figure 2 for a 5 seconds slice. The top
image represents the signal components in its raw form.
The middle image is the background noise components. On
filtering the noise and extracting the voice components, we
achieve the spectrogram at the bottom of Figure 2.

3.2 Feature Analysis

3.2.1 Frequency Components

Human voice frequency lies in the range of 100-180 Hz, the
male voice can go up to 100 Hz whereas the female can reach
up to 180 Hz. We convert the array of sampled audio signals
into the frequency domain using the Fast Fourier Transform
(FFT). We use FFT to identify the frequency components of
the audio signal and isolate the human speech frequencies
from the surrounding noise. Figure 3 represents the FFT of
an arbitrary 5-second long audio signal consisting of several
frequencies out of which the ones greater than 2 KHz are
the noise components (negligible amplitudes). We set the
sampling rate to 16 KHz and comply with the Nyquist
sampling theorem, implying that the frequencies possessed
by the signal are less than equal to 8 KHz (16000/2). We
observe higher power in the frequencies ranging from 0
to 1 KHz (Figure 3), with even higher amplitudes in the
range where the typical human speech exits. We use the
magnitudes within this frequency range for further analysis
of the signal. We extract the relevant features by calculating
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the MFCC coefficients through cepstral analysis on the Mel
spectrum.

3.2.2 Training and Selection of the Predictive Model
We use the audio signals and MFCC coefficients mentioned
earlier for training our model for finding (recording device)
distances from the source. We adopt the process mentioned
in Sections 3.1 and 3.2 for shaping our inputs to the training
model. Among the available set of ML models, we train our
work on 4 models to select the one that performs the best.
We now present a brief background of the models before
listing their performance.

• Linear Support Vector Classifier (SVC): Linear SVC
model returns the best fit hyperplane once we feed
in the data set categorizing them and resulting in the
grouping of the classes for prediction. Theoretically,
it has a faster convergence rate with increasing num-
ber of data points.

• Decision Tree: Decision tree is one of the fastest
and the simplest models with high performance as
compared to most other machine learning models
in terms of accuracy. It creates a tree like structure
with the nodes representing unique attributes that
are keys for determining the decisions.

• Random Forest: Random forest consists of multiple
decision trees which makes it robust and helps in
preventing overfitting. It takes a random sub-sample
of the attributes in all the recurrences and facilitates
training on different samples that decrease the vari-
ance leading to higher prediction accuracy.

• Convolutional Neural Network (CNN): CNN model
works on a fully connected deep learning network,
based on a stack of sequential layers from the input
to the output end. We include 3 dense layers between
the input and the output ends and train the models
with over 6 passes through the entire dataset.

4 RESULTS

We train the models mentioned in Section 3.2.2 and select
the one that offers the best prediction accuracy. We also bias
our model selection towards reducing the response time
(delay). In this section, we present our observations and
then demonstrate the performance of the final model. It may
be noted that we train and test our models on a Dell Inspiron
laptop with an i5 processor. We plan to extend this work by
deploying the same on resource-constrained devices with
single processor boards and study the performance.

4.1 Training Accuracy of the Models

We calculate the prediction accuracy by taking the ratio of
the number of correct predictions to the total number of
predictions during the validation of the training dataset.
Table 1 represents the comparison of the training accuracy
of the different models. We observe that the Random Forest
model has the highest training accuracy of 97.73% while
the Linear SVC model has the least accuracy of 61.82%. We
attribute such low accuracies in SVC to the non-linearity
of the input audio data. This leads to the uneven division of

the data by the best fit hyperplane, causing poor predictions.
Random forest classifier also exhibits low variance and due
to the randomness in the repeated iteration of variables
selection and demonstrates predictions with high accuracy
in comparison to the other models. It does not consider all
the features at once and generalizes data with more detail.
With respect to the accuracy, we bias our selection towards
the random forest model.

Table 1: Accuracy of the models

Sl. No. Model Accuracy(%)
1 Linear SVC 61.82
2 Decision Tree 81.82
3 Random Forest 97.73
4 CNN 87.5

Figure 4: Plot representing the delays in predicting with the
respective models

4.2 Delay/Response Time

We record the response time of the trained models and
present them in Figure 4. The delay, in this case, is the time
necessary for the models to predict the distance from the
audio samples. We observe that the CNN model takes the
maximum time with an average of 53.5 ms, followed by
the Random Forest model with 19.6 ms. In contrast to the
random forest, decision trees have a single tree which leads
to a negligible delay of 470 µs. Further, we observe that the
Linear SVC model has a slightly higher delay of 917 µs. This
is due to the simplicity of the models without any extra
parameters. The complex artifacts in CNN and Random
Forest models are time-consuming because the presence of
the neural network layers (for the former) and multiple trees
(for the latter) lead to higher delays. From our discussions
in 4.1 and observations in Figure 4, we select the random
forest model for final deployment as it offers accuracy and
response time with minimum tradeoff.

4.3 Confusion Matrix on Deployment

We deploy the random forest model and test its perfor-
mance. Figure 5 represents our observations from the same
with the columns depicting the actual distance of the source
and rows depicting the predictions. We observe that the
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developed model correctly predicts all the distances, par-
ticularly from 0.5 − 2 meters. However, the model starts
to generate incorrect predictions in the case of 2.5 meters.
According to the guidelines of the COVID-19-like viruses,
people need to maintain a social distance of 2 meters.
Under these constraints, the developed model makes the
predictions with good accuracy and alerts the user in the
case of violations. We comment that the proposed model
works efficiently and has the potential to restrict the spread
of pandemic-like viruses.

Figure 5: Confusion matrix of the chosen Random Forest
model representing the accuracy percentage of individual
classes

5 CONCLUSION

In this article, we proposed Eaves, an IoT-based acous-
tic solution for ensuring social distancing in public areas
during pandemic-like situations. While most state-of-the-
art solutions are image, radio signal-based, or GPS-based
methods, they mandate the need for both parties to have
the applications for sensing neighboring devices and induce
security concerns. The proposed Eaves system, which calcu-
lates distance based on sound intensities, does not impose
such limitations and has the potential to work indepen-
dently. We performed an analysis of the captured data and
described its variation with distance. We trained multiple
models and presented their performances with respect to
accuracy and delays, and described our bias for selecting
random forest as our final model. Eaves has the potential to
be used on public areas and also surveillance systems where
visual clarity is challenging.

In the future, we plan to extend this work by enhancing
its capabilities. The Eaves system (in this work) has been
tested in controlled environments and an extensive study on
uncontrolled ones is important. Further, we plan to deploy
Eaves on resource-constrained systems with single board
processors coupled with minimal energy consumption.
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